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SMU Classification: Restricted

● Task: Class-Incremental Learning[1]

- Different classes arrive in different phases;
- At any time, it provides a classifier for the classes observed so far;
- The memory is limited.

● Challenge: Memory Allocation between Old and New classes
- High-plasticity models easily forget old classes;
- High-stability models are weak to learn new classes.

● Contributions
- A hierarchical reinforcement learning algorithm called RMM to manage 

the memory in a way that can be conveniently modified through incremental 
phases and for different classes;

- A pseudo task generation strategy that requires only in-domain available 
data (small-scale) or cross-domain datasets (large-scale), relieving the data 
incompatibility between reinforcement learning and class-incremental learning;

- Extensive experiments, visualization, and interpretation for RMM in three 
CIL benchmarks and using two top models as baselines.

Contributions

● Conceptual Illustrations

● The RL system

● Optimization Steps
- The expected cumulative reward

- Using the policy gradient theorem

- Following the REINFORCE algorithm

● Ablation Study

● Comparing w/ SOTA

● The Memory Allocated for “Old” and “New”
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